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ABSTRACT

One of the strengths of the maximum likelihood method of phylogenetic estima-
tion is the ease with which hypotheses can be formulated and tested. Maximum
likelihood analysis of DNA and amino acid sequence data has been made practi-
cal with recent advances in models of DNA substitution, computer programs, and
computational speed. Here, we describe the maximum likelihood method and the
recent improvements in models of substitution. We also describe how likelihood
ratio tests of a variety of biological hypotheses can be formulated and tested using
computer simulation to generate the null distribution of the likelihood ratio test
statistic.

INTRODUCTION

Only recently has phylogenetics been recognized as a field that has basic rele-
vance to many questions in biology. Phylogenies have proven to be important
tools of research in fields such as human epidemiology (42, 86), ecology (7),
and evolutionary biology (43). In fact, for any question in which history may
be a confounding factor, phylogenies have a central role (25). To the outsider
interested in using a phylogeny, one of the most frustrating aspects of the field
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of systematics is the lack of agreement as to which of the many methods of
analysis to use (54). Which method of analysis is best suited for a particular
data set is a question of current, and often vehement, debate. The evolution-
ary biologist is often left asking not only, “Which method of analysis do I
use?”, but, if different methods lead to conflicting genealogies, “Which tree
do I believe?”. As researchers become drawn to the opinion that phylogeny
reconstruction is a problem of statistical inference, it is important to examine
phylogenetic methods for their statistical properties and assumptions.

Several criteria can be used as a basis to choose among methods. One cri-
terion is accuracy; that is, how well do different methods estimate the cor-
rect tree? This criterion has captured most of the attention of systematists,
and there is a veritable scientific cottage industry producing papers that exam-
ine the performance of different phylogenetic methods for simulated data sets
(29, 44, 49, 50, 54, 62, 97, 108), well-supported phylogenies (2, 17, 52), and ex-
perimental phylogenies (16, 48). However, criteria besides accuracy are also
important. For example, a phylogenetic method should provide some means
of falsifying the assumptions made during the analysis (88). All phylogenetic
methods, by necessity, must make specific assumptions about the evolutionary
process. Typical assumptions include a bifurcating tree as a model to describe
the genealogy of a group and a model of character change. Yet, many methods
do not provide a means of testing these assumptions. Furthermore, some pro-
vision for choosing among different models of evolution should be available.
In choosing between a simple model of character change and a more complex
model, for example, how can one justify using the complex model in a phyloge-
netic analysis? Finally, the methods should be able to estimate the confidence
in the phylogeny and provide a framework for testing phylogenetic hypotheses.

Inasmuch as phylogenies are important for many evolutionary questions, the
criteria posed above are important. In this review, we concentrate on one method
of phylogenetic estimation—maximum likelihood. Recent advances have made
maximum likelihood practical for analysis of DNA and amino acid sequence
data. Many of the advances consist of improvements in the models of DNA sub-
stitution implemented by maximum likelihood. However, increased computer
speed and improved computer programs have also played an important role. In
this paper, we review the recent advances made in maximum likelihood estima-
tion of phylogenetic trees. Specifically, we examine how maximum likelihood
has been used for phylogeny estimation and hypothesis testing.

THE LIKELIHOOD PRINCIPLE

The method of maximum likelihood is usually credited to the English statis-
tician RA Fisher, who described the method in 1922 and first investigated its
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properties (28). The method of maximum likelihood depends on the complete
specification of the data and a probability model to describe the data. The prob-
ability of observing the data under the assumed model will change depending on
the parameter values of the model. The maximum likelihood method chooses
the value of a parameter that maximizes the probability of observing the data.

A Coin Tossing Experiment
Consider the simple experiment of tossing a coin with the goal of estimating
the probability of heads for the coin. The probability of heads for a fair coin
is 0.5. For this example, however, we assume that the probability of heads is
unknown (perhaps the fairness of the coin is being tested) and must be estimated.
The three main components of the maximum likelihood approach are (a) the
data, (b) a model describing the probability of observing the data, and (c) the
maximum likelihood criterion.

Assume that we performed the coin flip experiment, tossing a coinn times.
An appropriate model that describes the probability of observingh heads out
of n tosses of a coin is the binomial distribution. The binomial distribution has
the following form

Pr[h | p, n] =
(

n

h

)
ph(1 − p)n−h, 1.

wherep is the probability of heads, the binomial coefficient
(n

h

)
gives the number

of ways to orderh successes out ofn trials, and the vertical line means “given.”
Assuming independence of the individual and discrete outcomes, the like-

lihood function is simply the joint probability of observing the data under the
model. For the coin toss experiment in which a binomial distribution is as-
sumed, the likelihood function becomes

L(p | h, n) =
(

n

h

)
ph(1 − p)n−h. 2.

Often the log likelihood is used instead of the likelihood for strictly compu-
tational purposes. Taking the natural log of the function does not change the
value ofp that maximizes the likelihood.

Figure 1 shows a plot of likelihood,L, as a function ofp for one possible
outcome ofn = 10 tosses of a coin (six heads and four tails). The likelihood
appears to be maximized whenp is the proportion of the time that heads appeared
in our experiment. This illustrates a computational way to find the maximum
likelihood estimate ofp (changep in small increments until a maximum is
found). Alternatively, the maximum likelihood estimate ofp can be found
analytically by taking the derivative of the likelihood function with respect to
p and finding where the slope is zero. If this is done, we find that the estimate
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Figure 1 The likelihood surface for one possible realization of the coin tossing experiment. Here,
six heads and four tails are observed. The likelihood appears to be maximized whenp = 0.6.

of p is p̂ = h/n. The estimate ofp is simply the proportion of heads that we
observed in our experiment.

Maximum likelihood estimates perform well according to several criteria.
Statistical estimators are evaluated according to their consistency, efficiency,
and bias. These criteria provide an idea of how concentrated an estimate of a
parameter is around the true value of that parameter. A method is consistent if
the estimate converges to the true value of the parameter as the number of data
increases. An efficient method provides a close estimate of the true value of the
parameter (i.e., the variance of the estimate is small), and an unbiased estimator
does not consistently under- or over-estimate the true value of the parameter.
Mathematically, an estimatêθn of a parameterθ based on a sample of sizen is
consistent if

P(|θ̂n − θ | > ε) → 0, asn → ∞ 3.

for anyε > 0 whereθ is the true value of the parameter. The mean square error
(MSE) measures the variance and bias of an estimate. The MSE of an estimate
θ̂ is

MSE(θ̂) = E(θ̂ − θ)2

= Var(θ̂) + (E(θ̂) − θ)2.
4.

The first term of the MSE is the variance of the estimate, and the second term
is the bias. A method is unbiased if the expectation of the estimate equals the
true value of the parameter [E(θ̂) = θ ]. When two competing estimators of a
parameter are considered, the estimate with the smaller MSE is said to be more
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efficient. Maximum likelihood estimates are typically consistent under the
model. Furthermore, they are asymptotically efficient, meaning that the vari-
ance of a maximum likelihood estimate is equal to the variance of any unbiased
estimate as the sample size increases. However, maximum likelihood estimates
are often biased (e.g., the maximum likelihood estimate of the parameterσ 2 of
a normal distribution is biased).

MAXIMUM LIKELIHOOD IN PHYLOGENETICS

The application of maximum likelihood estimation to the phylogeny problem
was first suggested by Edwards & Cavalli-Sforza (20). However, they found
the problem too computationally difficult at the time and attempted approxi-
mate methods instead (thereby introducing the minimum evolution—later to
be known as the parsimony—and the least squares methods of phylogeny es-
timation). The subsequent history of maximum likelihood can be read as a
steady progress in which computational barriers were broken and the models
used were made more biologically realistic. For example, Neyman (83) ap-
plied maximum likelihood estimation to molecular sequences (amino acids or
nucleotides) using a simple model of symmetric change that assumed substitu-
tions were random and independent among sites. It was not until Felsenstein’s
implementation (24), however, that a general maximum likelihood approach
was fully developed for nucleotide sequence data. Below, we outline the basic
strategy for obtaining maximum likelihood estimates of phylogeny, given a set
of aligned nucleotide or amino acid sequences. We then show how the basic
strategy can be complicated by biological reality.

Conceptually, maximum likelihood in phylogenetics is as simple as the exam-
ple given above for estimating the probability of heads in a coin toss experiment.
The data for molecular phylogenetic problems are the individual site patterns.
We assume that the sequences have been aligned, though the alignment proce-
dure can be explicitly incorporated into the estimation of phylogeny (111, 112).
For example, for the following aligned DNA sequences ofs = 4 taxa,

Taxon 1 ACCAGC
Taxon 2 AACAGC
Taxon 3 AACATT
Taxon 4 AACATC,

the observations arex1 = {A, A, A, A }′, x2 = {C, A, A, A}′, x3 = {C, C,
C, C}′, x4 = {A, A, A, A }′, x5 = {G, G, T, T}′, and x6 = {C, C, T, C}′. If
one were interested in coding the data as amino acids, the above sequences,
if in frame, would be represented asx1 = {Thr, Asn, Asn, Asn}′ and x2 =
{Ser, Ser, Ile, Ile}′. The sample consists ofn vectors (as many vectors as there
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are sites in the sequence, with the elements of each vector denoting the nu-
cleotide state for each taxon for sitei.

Note that two of the sites exhibit the same site pattern (x1 andx4). There
are a total ofr = 4s site patterns possible fors species. The number of sites
exhibiting different site patterns can also be considered as the data in a phylo-
genetic analysis. For example, the above data matrix can also be described as

Taxon 1 AAAAAAAAA. . . C. . . C. . . C. . . G. . . TTT
Taxon 2 AAAAAAAAA. . . A. . . C. . . C. . . G. . . TTT
Taxon 3 AAAACCCCG. . . A. . . C. . . T. . . T. . . TTT
Taxon 4 ACGTACGTA. . . A. . . C. . . C. . . T. . . CGT

Number 2 0 0 0 0 0 0 0 0 0 0 0





1 
 
. . 1.. . . . . . 1. . . 1 . . .

where the matrix is now a 4× 256 matrix of allr = 44 = 256 site patterns possi-
ble for four species. The site patterns are labeled 1, 2,. . . , r. Most of the possible
site patterns for our sample data set are not observed. However, 5 site patterns
are observed (now labeledy1 = {A, A, A, A }′, y65 = {C, A, A, A}′, y86 =
{C, C, C, C}′, y94 = {C, C, T, C}′, andy176 = {G, G, T, T}′). The numbers of
sites exhibiting each site pattern are contained in a vectorn (n1 = 2, n65 = 1,
n86 = 1,n94 = 1,n176 = 1, with all otherni = 0 for the example data matrix).

Maximum likelihood assumes an explicit model for the data. Just as with the
coin tossing experiment, the data are considered as random variables. However,
instead of two possible outcomes, there arer = 4s possible outcomes for DNA
sequences. Hence, the data can be described using a multinomial distribution.
The multinomial distribution is a generalization of the binomial distribution
and has the following form:

Pr[n1, n2, . . . , nr | p1, p2, . . . , pr ] =
(

n

n1, n2, . . . , nr

)
r∏

i =1

pni
i , 5.

where
( n

n1,n2,...,nr

)
is the number of ways thatn objects can be grouped into

r classes,ni is the number of observations of theith site pattern, andpi is
the probability that site patterni occurs. A maximum likelihood estimate of
pi is p̂i = ni/n (that is, the probability of theith class is the proportion of
the time it was observed). The likelihood, then, can be calculated assuming a
multinomial distribution by setting the likelihood equal to Equation 5. However,
by using a multinomial distribution, one cannot estimate topology or other
biologically interesting parameters. Hence, models that incorporate phylogeny
are assumed. The difference in the log likelihood of the data under multinomial
and phylogenetic models, however, represents the cost associated with assuming
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Figure 2 The likelihood method assumes that observed sequences (here, the nucleotides for site
pattern 176 from the example in the text;y176 = {G, G, T, T}′) are related by a phylogenetic tree
(τ ) with branch lengths (v1, . . . , v6) specified in terms of expected number of substitutions per site.
The probability of observing the data (y176) is a sum over the possible assignments of nucleotides
to the internal nodes,i, j, andk.

a phylogenetic tree and substitution model (32, 80, 93) and has also been used
to show that maximum likelihood in phylogenetics is consistent (117).

Just like the multinomial probability model, phylogenetic models specify the
probability of observing different site patterns. At a minimum, a phylogenetic
model for molecular data includes a tree (τ ) relating the sequences with branch
lengths of the tree (v) specified in terms of expected number of changes per
site and a model of sequence change. Consider just one of the nucleotide
site patterns, above (y176), for the tree of Figure 2. Because the identities of
the nucleotides at the internal nodesi, j, andk are unknown, the probability
of observing site pattern 176 is a sum of 64 terms (the 43 = 64 possible
assignments of nucleotides to nodesi, j, andk),

Pr[y176 = {G, G, T, T} | τ, v1, . . . , v6, 2]

=
4∑

i =1

4∑
j =1

4∑
k=1

πk pGi (v1, 2)pGi (v2, 2)pT j (v3, 2)

× pT j (v4, 2)pik(v5, 2)pjk(v6, 2),

6.

where nucleotides, A, C, G, or T are assumed at the internal nodes ifi, j, orkare
equal to 1, 2, 3 or 4, respectively,πi is the equilibrium frequency of nucleotide
i, andpxy(vi, 2) is the probability of observing nucleotidesx andy at the tips
of a branch given the branch length and other parameters,2, of the substitution
model. Felsenstein (24) pointed out that the above calculation can be performed
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much more quickly by taking advantage of the tree structure when performing
the summations over nucleotides at interior nodes. If instead of DNA sequences,
amino acid sequences are used, the above equation involves a summation over
203 = 8000 possible assignments of amino acids to the internal nodes, and
pxy(vi, 2) represents the probability of observing amino acidsx andy at the
tips of a branch given the branch length and other parameters of the substitution
model.

Assuming independence among sites, the likelihood of a tree (τ ) is

L(τ, v, 2 | y1, . . . , yr ) =
(

n

n1, n2, . . . , nr

)
r∏

i =1

Pr[yi | τ, v, 2]ni , 7.

wherev is a vector containing the lengths of the branches and is eitherv =
(v1, . . . , v2s− 2) for rooted trees orv = (v1, . . . , v2s−3) for unrooted trees (s is
the number of sequences), andr is the total number of site patterns possible for
ssequences. The multinomial coefficient

( n
n1,n2,...,nr

)
is a constant and is usually

disregarded when calculating the likelihood of a tree. Also, to speed compu-
tation of the likelihood, the product is taken only over observed site patterns.
The likelihood as formulated in Equation 7 does not consider the order of the
site patterns. However, for several models of DNA substitution, the order of
the sites is of interest and cannot be disregarded (27, 120). For such problems,
the likelihood function is the product over all sites

L(τ, v, 2 | x1, . . . , xn) =
n∏

i =1

Pr[xi | τ, v, 2]. 8.

The method of Felsenstein (24) is to choose the tree that maximizes the likeli-
hood as the best estimate of phylogeny. This application of likelihood is unusual
because the likelihood function changes depending on the tree (81, 124). In prin-
ciple, to find the maximum likelihood tree, one must visit each of the(2s−5)!

2s−3(s−3)!
possible unrooted bifurcating trees in turn (23). For each tree, one finds the
combination of branch lengths and other parameters that maximizes the likeli-
hood of the tree (that maximizes the likelihood function, above). The maximum
likelihood estimate of phylogeny is the tree with the greatest likelihood.

This procedure of visiting all possible trees and calculating the likelihood
for each is computationally expensive. Fortunately, there are many short cuts
that can substantially speed up the procedure. As mentioned above, Felsenstein
described an efficient method to calculate the likelihood by taking advantage of
the tree topology when summing over all possible assignments of nucleotides to
internal nodes (24). There are also efficient ways of optimizing branch lengths
that involve taking the first and second derivatives of the likelihood function
with respect to the branch of interest (see 67). Finally, rather than visiting each
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possible tree, search algorithms concentrate on only those trees that have a good
chance of maximizing the likelihood function (see 105).

POISSON PROCESS MODELS

To calculate the probability of observing a given site pattern, the transition
probabilities [Pxy(vi, 2)] need to be specified. All current implementations of
likelihood assume a time-homogeneous Poisson process to describe DNA or
amino acid substitutions.

An Example with Two-Character States
As an example of how transition probabilities are calculated, consider a very
simple case for which only two character states exist (0 or 1). The rate of change
from 0 to 1 or from 1 to 0 in an infinitesimal amount of time,δt, is specified by
the rate matrix,Q

Q = {qi j } =
(
−λπ1 λπ1

λπ0 −λπ0

)
. 9.

The states are ordered 0, 1 along the rows and diagonals;λ is the rate of change
from 0 to 1 or from 1 to 0; andπ0 andπ1 are the equilibrium frequencies of
states 0 and 1, respectively. The diagonals of the rate matrix are negative to
satisfy the mathematical requirement that the row sums are zero. The matrix
may be multiplied by a constant such that the average rate of substitution is
one, and time (t) is then measured by the expected number of substitutions per
site (v). The matrixQ, above, is reversible because it satisfies the requirement
thatπi qi j = πj qj i .

To calculate the probability of observing a change over an arbitrary interval
of time,t, the following matrix calculation is performed:P(t , 2) = pi j (t , 2) =
eQt (15). The vector2 contains the parameters of the substitution model (in this
case2 = {π0, π1}). For many substitution models, the transition probability
matrix P(t , 2) can be calculated analytically. For example, the transition
probabilities for the two-state case are

P(t, 2) = {pij (t, 2)} =
(

π0 + (1 − π0)e−λt π1 − π1e−λt

π0 − π0e−λt π1 + (1 − π1)e−λt

)
. 10.

However, for complicated rate matrices, the probability matrix can be calculated
numerically (e.g., 118).

Models of DNA Substitution
Many of the advances in maximum likelihood analysis in phylogenetics have
come through improvements in the models of substitution assumed. One of
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the simplest models of DNA substitution—the Jukes-Cantor (JC69) model—
assumes that the base frequencies are equal (πA = πC = πG = πT) and that
the rate of change from one nucleotide to another is the same for all possible
changes (58). However, the JC69 model, like several other models, is simply a
special case of a general model of DNA substitution for which the instantaneous
rate matrixQ has the following form:

Q = {qi j } =


· r2πC r4πG r6πT

r1πA · r8πG r10πT

r3πA r7πC · r12πT

r5πA r9πC r11πG ·

 11.

(3, 94, 109, 118). The rows and columns are ordered A, C, G, and T. The matrix
gives the rate of change from nucleotidei (arranged along the rows) to nucleotide
j (along the columns). For example,r2πC gives the rate of change from “A”
to “C”. Let P(v, 2) = {pi j (v, 2)} be the transition probability matrix, where
pi j (v, 2) is the probability that nucleotidei changes intoj over branch length
v. The vector2 contains the parameters of the substitution model (e.g.,πA, πC,
πG, πT, r1, r2, r3, . . .). As for the two-state case, to calculate the probability of
observing a change over a branch of lengthv, the following matrix calculation
is performed:P(v, 2) = eQv.

A model based on the matrixQ (Equation 11) represents the most general
4× 4 model of DNA substitution currently available (Figure 3). The model is
nonreversible, meaning that the rate matrixQ does not satisfy the reversibility
condition (πi qi j = πj qj i ). Because the model is nonreversible, the likelihood
of an unrooted tree changes depending on the root position. Therefore, the
likelihood must be maximized over the(2s−3)!

2s−2(s−2)! rooted trees. For reversible
models of DNA substitution, on the other hand, the likelihood is maximized
over the (2s−5)!

2s−3(s−3)! unrooted trees because, for a given unrooted topology, the
likelihood is the same regardless of where the tree is rooted. Many commonly
used models of DNA substitution are subsets of this general model. Table 1
shows the parameter settings of the general model that give a variety of models
of DNA substitution. Maximum likelihood explicitly incorporates a model of
substitution into the estimation procedure, as do distance methods; parsimony
methods, on the other hand, incorporate variations of these models implicitly.
Because other models of DNA substitution are subsets of this general model,
and because they are often subsets of one another as well, likelihood ratio tests
of the model of DNA substitution can be easily performed testing whether a
particular parameter provides a significant improvement in the likelihood (as is
discussed later).

The four-state character models describe the substitution process at a single
site. The assumption of independence among sites is necessary in phylogenetic
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Figure 3 The likelihood method assumes that substitutions follow a Poisson process, with the rate
of nucleotide substitution specified by a rate matrix,Q. The rates of change from one nucleotide
to another are specified by the parametersr1, . . . , r12 (A). The rate matrix,Q, corresponding
to the diagram (A) is shown inB. Different models of substitution are just special cases of the
general matrix shown here. For example, to obtain the Jukes-Cantor (JC69; 58) model, the rates
of change among all nucleotides are equal (r1 = r2= · · · = r12) and base frequencies are equal
(πA = πC= πG= πT).

analyses and is assumed when calculating the likelihood of a tree (the joint prob-
ability of observing all site patterns is the product of the individual site patterns).
However, biologists know that the substitution processes at different sites in a
sequence often are not independent. For example, hydrogen-bonded sites in
the stem regions of ribosomal genes are not independent because a substitution
in one nucleotide changes the probability that a compensatory substitution will
occur in its partner.

Several authors have examined the effect of non-independent substitution
among pair-bonded stem nucleotides. For example, Dixon & Hillis (18) ex-
amined the appropriate weights that stem sites should receive to correctly ac-
commodate non-independence in a parsimony analysis. Others have devised
time-homogeneous Poisson process models to describe substitutions in stem
regions. Instead of a 4× 4 matrix, these models assume a 16× 16 rate matrix
(Q) of all possible nucleotide doublets possible in a stem (76, 95, 98, 99). The
instantaneous rate of change is set to zero if more than one substitution is re-
quired to change from doubleti to doubletj (e.g.qi j = 0 for AC → CG). The
other rate parameters of theQ matrix are specified in different ways depending
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Table 1 Parameter settings for a variety of evolutionary models employed in maximum likelihood
analyses. Parameters of the substitution matrix,Q, are shown in Figure 3.

Model Nucleotide frequencies Rates of change Reference

JC69 πA = πC = πG = πT r1 = r2 = r3 = r4 = r5 = r6 58
= r7 = r8 = r9 = r10 = r11 = r12

K80 πA = πC = πG = πT r3 = r4 = r9 = r10; r1 = r2 = r5 60
= r6 = r7 = r8 = r11 = r12

K3ST πA = πC = πG = πT r3 = r4 = r9 = r10; r5 = r6 = r7 61
= r8; r1 = r2 = r11 = r12

F81 πA; πC; πG; πT r1 = r2 = r3 = r4 = r5 = r6 24
= r7 = r8 = r9 = r10 = r11 = r12

HKY85 πA; πC; πG; πT r3 = r4 = r9 = r10; r1 = r2 = r5 45
= r6 = r7 = r8 = r11 = r12

TrN πA; πC; πG; πT r3 = r4; r9 = r10; r1 = r2 = r5 107
= r6 = r7 = r8 = r11 = r12

SYM πA = πC = πG = πT r1 = r2; r3 = r4; r5 = r6; r7 = r8; r9 126
= r10; r11 = r12

GTR πA; πC; πG; πT r1 = r2; r3 = r4; r5 = r6; r7 = r8; r9 64
= r10; r11 = r12

on the assumptions the biologist is willing to make. For example, Sch¨oniger &
von Haeseler (98) considered the simplest case by settingqi j = π j if doublets
i andj differ at one nucleotide (e.g.,qAC,AG = πAG).

Other models consider the substitution process at the level of the codon. Fun-
damental to interpreting changes in substitution rates is an accurate assessment
of how these changes influence the resulting protein; that is, does a substitution
produce a change in the amino acid (a nonsynonymous change), or does the sub-
stitution not alter the protein (a synonymous change) (100). An increase in the
relative amount of nonsynonymous change can be strong evidence for adaptive
evolution (72). Many methods exist for estimating synonymous and nonsynony-
mous substitution rates (68–70, 75, 82, 87, 89). Recently, maximum likelihood
has been used to estimate synonymous and nonsynonymous rates of change
(33, 77, 78). These authors modeled the substitution process at the level of the
codon. They used a 61× 61 matrix to describe the instantaneous rate of change
from one codon to another (the three stop codons are not considered). For the
model of Muse & Gaut (78) the instantaneous rate of change from codoni to j
is zero (qi j = 0) if the change requires more than one substitution,qi j = βπni j

if the substitution causes a change in the amino acid, andqi j = απni j if the
substitution is synonymous (wherenij is the equilibrium frequency of the sub-
stituted nucleotide). The model of Goldman & Yang (33) is similar except that
they allow a transition/transversion rate bias and consider the physicochemical

A
nn

u.
 R

ev
. E

co
l. 

Sy
st

. 1
99

7.
28

:4
37

-4
66

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

id
ad

e 
E

st
ad

ua
l d

e 
C

am
pi

na
s 

(U
ni

ca
m

p)
 o

n 
04

/1
2/

11
. F

or
 p

er
so

na
l u

se
 o

nl
y.



       
P1: ARS

September 10, 1997 17:12 Annual Reviews AR042-17

MAXIMUM LIKELIHOOD IN PHYLOGENETICS 449

properties of the 20 amino acids by using Grantham’s distances (34). The pa-
rameters of both models can be estimated using maximum likelihood. Unlike
many of the standard methods, these approaches do not rely on the assumption
that the number and location of silent/replacement sites do not change over
time. The codon-based approach has been used successfully to explain the rate
heterogeneity found in the chloroplast genome as being due primarily to differ-
ences in nonsynonymous substitution rates (78). As an alternative to modeling
the substitution process at the level of the codon, the substitution process has
also been modeled at the amino acid level (1, 9, 110).

The assumption of equal rates at different sites can also be relaxed. Several
models of among-site rate heterogeneity have been developed (e.g., assume
that the sites are log normally distributed—39, 85; assume an invariant rate
class—12, 45, 91; estimate the rates in different data partitions separately, see
105; or use a combination of different rate distributions—38, 114). Probably
the most widely used model is one that assumes that rates are gamma distributed
(57, 116). The gamma distribution is a continuous probability density function
that has wide application in probability and statistics (the well-knownχ2 and
exponential distributions are special cases of the gamma distribution). System-
atists have co-opted this distribution for their own use because the shape of the
gamma distribution changes dramatically depending on the value of the shape
parameter,α, and the scale parameter,λ. Systematists setα = 1/λ = a so
that the mean of the gamma distribution is 1.0 and the variance is 1/a. Rates at
different sites, then, are thought of as random variables drawn from a gamma
distribution with shape parametera. Whena is equal to infinity, the gamma
model of among-site rate heterogeneity collapses to the equal rates case. How-
ever, most empirical estimates of the shape parametera fall in the range of 0.1
to 0.5 (121), indicating substantial rate variation among sites. Yang (116, 119)
provides details on how to calculate the likelihood under a gamma model of
rate heterogeneity.

An advantage of the likelihood approach is that the models can be made com-
plicated to incorporate other biologically important processes. For example,
the models of substitution can be modified to account for insertion and deletion
events (5, 111, 112), secondary structure of proteins (76a, 110), and correlated
rates among sites (11, 27, 120). In the course of estimating phylogeny, the max-
imum likelihood method provides estimates of model parameters that may be
of interest to the biologist. If the biologist is only interested in phylogeny, then
these additional parameters are considered nuisance parameters (i.e., parame-
ters not of direct interest to the biologist but which must be accommodated in the
analysis by either integrated likelihood or maximum relative likelihood meth-
ods; see 31). However, maximum likelihood estimates of parameters such as
the variance in the rate of substitution among sites or the bias in the substitution
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process are of interest to students of molecular evolution. Interestingly, many
of the models that are currently implemented in likelihood were algebraically
intractable and therefore unusable for other methods of phylogenetic inference.
However, now that computer speed is affordable, these models and estimates
of their parameters are feasible. Furthermore, Monte Carlo methods promise
to make tractable models that are currently difficult or impossible to implement
(37, 63, 84, 125).

LIKELIHOOD RATIO TESTS IN PHYLOGENETICS

Currently, one of the most debated subjects in the field of phylogenetics con-
cerns the role that assumptions play in a phylogenetic analysis (8, 21, 74). All
phylogenetic methods make assumptions about the process of evolution. An as-
sumption common to many phylogenetic methods, for example, is a bifurcating
tree to describe the phylogeny of species. However, additional assumptions are
made in a phylogenetic analysis. For example, the assumptions of a maximum
likelihood analysis are mathematically explicit and, besides the assumption of
independence among sites, include parameters that describe the substitution
process, the lengths of the branches on a phylogenetic tree, and among-site
rate heterogeneity. The assumptions made in a parsimony analysis include in-
dependence and a specific model of character transformation (often called a
step-matrix or weighting scheme; a commonly used weighting scheme is to
give every character transformation equal weight). Phylogenetic methods can
estimate the correct tree with high probability despite the fact that many of the
assumptions made in any given analysis are incorrect. In fact, the maximum
likelihood, parsimony, and several distance methods appear to be robust to vio-
lation of many assumptions, including making incorrect assumptions about the
substitution process, among-site rate variation, and independence among sites
(50, 55, 99). The advantage of making explicit assumptions about the evolu-
tionary process is that one can compare alternative models of evolution in a
statistical context. Instead of being viewed as a disadvantage, the use of ex-
plicit models of evolution in a phylogenetic analysis allows the systematist not
only to estimate phylogeny, but to learn about processes of evolution through
hypothesis testing.

One measure of the relative tenability of two competing hypotheses is the
ratio of their likelihoods. Consider the case in whichL0 specifies the likelihood
under the null hypothesis, whereasL1 specifies the likelihood of the same data
under the alternative hypothesis. The likelihood ratio is

3 = max[L0(Null Model | Data)]

max[L1(Alternative Model| Data)]
12.
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(19, 59, 71, 101). Here, the maximum likelihood calculated under the null hy-
pothesis (H0) is in the numerator, and the maximum likelihood calculated under
the alternative hypothesis (H1) is in the denominator. When3 is less than one,
H0 is discredited and when3 is greater than one, H1 is discredited.3 greater
than one is only possible for non-nested models. When nested models are con-
sidered (i.e., the null hypothesis is a subset or special case of the alternative
hypothesis),3 < 1 and−2 log3 is asymptoticallyχ2 distributed under the null
hypothesis withq degrees of freedom, whereq is the difference in the number
of free parameters between the general and restricted hypotheses.

An alternative means of generating the null distribution of−2 log3 is through
Monte Carlo simulation (parametric bootstrapping; 13, 14). Felsenstein (26)
first suggested the use of the parametric bootstrap procedure in phylogenetics.
Goldman (32) was among the first to apply the method in phylogenetics and
to demonstrate that the usualχ2 approximation of the null distribution is not
appropriate for some tests involving phylogeny. In parametric bootstrapping,
replicate data sets are generated using simulation under the assumption that the
null hypothesis is correct. The maximum likelihood estimates of the model
parameters under the null hypothesis are used to parameterize the simulations.
For the phylogeny problem, these parameters would include the tree topology,
branch lengths, and substitution parameters (e.g., transition:transversion rate
ratio or the shape parameter of the gamma distribution). For each simulated
data set,−2 log3 is calculated anew by maximizing the likelihood under the
null and alternative hypotheses. The proportion of the time that the observed
value of−2 log3 exceeds the values observed in the simulations represents
the significance level of the test. Typically, the rejection level is set to 5%; if
the observed value for the likelihood ratio test statistic is exceeded in less than
5% of the simulations, then the null hypothesis is rejected. Although there are
good statistical reasons for test statistics based on the probability density of the
data, the parametric bootstrap procedure may also be used to determine the null
distribution of other test statistics (47).

Maximum likelihood allows the easy formulation and testing of phyloge-
netic hypotheses through the use of likelihood ratio tests (though also see 96).
Furthermore, likelihood ratio tests are known to have desirable statistical prop-
erties. For example, they are known to be uniformly most powerful when simple
hypotheses are considered and often outperform other hypothesis tests for com-
posite hypotheses (92). Over the past two decades, numerous likelihood ratio
tests have been suggested. These include tests of the null hypotheses that (a) a
model of DNA substitution adequately explains the data (32, 80, 93), (b) rates
of nucleotide substitution are biased (32, 80, 93), (c) rates of substitution are
constant among lineages (24, 65, 79, 115), (d ) rates are equal among sites (123),
(e) rates of substitution are the same in different data partitions (30, 66, 122),

A
nn

u.
 R

ev
. E

co
l. 

Sy
st

. 1
99

7.
28

:4
37

-4
66

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

id
ad

e 
E

st
ad

ua
l d

e 
C

am
pi

na
s 

(U
ni

ca
m

p)
 o

n 
04

/1
2/

11
. F

or
 p

er
so

na
l u

se
 o

nl
y.



        
P1: ARS

September 10, 1997 17:12 Annual Reviews AR042-17

452 HUELSENBECK & CRANDALL

( f ) substitution parameters are the same among data partitions (122), (g) the
same topology underlies different data partitions (51), (h) a prespecified group
is monophyletic (53), (i) hosts and associated parasites have corresponding phy-
logenies (56), (j) hosts and parasites have identical speciation times (56), and
(k) rates of synonymous and nonsynonymous substitution are the same (77).
Here, we describe a few of these tests. Our goal is not to provide an exhaustive
list and description of all the likelihood ratio tests that have been proposed in
phylogenetics but rather to illustrate how biological questions can be addressed
in a simple way using likelihood.

Testing the Model of DNA Substitution
Current models implemented by maximum likelihood and distance methods
assume that DNA substitutions follow a time-homogeneous Poisson process.
As mentioned above, these models have been made complex to incorporate
biological reality by the addition of parameters that allow for biased substitu-
tion and among-site rate variation. Likelihood provides the systematist with
a rationale for choosing among different possible models through the use of
likelihood ratio tests.

Typically, the question asked is “Does the addition of a substitution parame-
ter provide a significant increase in the likelihood”? For example, one possible
null hypothesis to consider is that transitions and transversions occur at the
same rate. The Felsenstein (24; designated F81) model assumes equal rates
for all substitutions and could be used to calculate the likelihood under the null
hypothesis. The likelihood under the null hypothesis is compared to the likeli-
hood under an alternative hypothesis that assumes a model of DNA substitution
that allows a different rate of substitution for transitions and transversions. In
this case, the HKY85 (45) model would be an appropriate model of DNA sub-
stitution to assume for the alternative hypothesis; the F81 and HKY85 models
are identical except that the HKY85 model includes a parameter that allows
for a different rate for transitions and transversions. The likelihood ratio test
statistic (−2 log3) is calculated, and the significance level is approximated by
comparing−2 log3 to χ2 distribution with 1 degree of freedom.

As an example, consider data from five species of vertebrates. The data con-
sist of aligned DNA sequences of 1383 sites from the albumin gene (Fish:Salmo
salar, X5297; Frog:Xenopus laevis, M18350; Bird: Gallus gallus, X60688;
Rat: Rattus norvegicus, J00698; Human:Homo sapiens, L00132). For this
set of taxa, the phylogeny is almost certainly (Fish,(Frog,(Bird,(Rat,Human))))
(52). As mentioned above, these data could be analyzed using any one of sev-
eral models. Here, we consider a hierarchy of hypotheses (Figure 4). Ideally,
the hierarchy of hypotheses to be considered should be formulated before anal-
ysis begins. The null hypotheses considered are (a) base frequencies are equal,
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Figure 4 The hierarchy of hypotheses examined for the albumin data from five vertebrates. The
parameters of the models are explained in Table 1. At each level, the null hypothesis is either
accepted, “A,” or rejected, “R.”
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(b) transitions and transversions occur at the same rate, (c) the rate of substi-
tution is equal among sites, and (d ) rates among lineages are constant through
time (i.e., the molecular clock holds).

Figure 5 shows the trees and log likelihoods of the albumin data under several
different models of DNA substitution. For the first null hypothesis considered—
that base frequencies are equal—the likelihood under the JC69 model is com-
pared to the likelihood under the alternative hypothesis calculated assuming the
F81 model. These two models are identical except that the F81 model allows
for unequal base frequencies and the JC69 model assumes equal base frequen-
cies. Furthermore, the models are nested because the JC69 model is simply
a special case of the F81 model. Therefore, the likelihood ratio test statistic,
−2 log3, can be compared to aχ2 distribution with 3 degrees of freedom. For
the test of equal base frequencies,−2 log3 = 17.56, a value much greater
than 7.82, which represents the 95% critical value from aχ2 distribution with
3 degrees of freedom. Therefore, the null hypothesis that base frequencies are
equal is rejected, and the F81 model is preferred to the JC69 model of DNA
substitution. The other three null hypotheses considered can also be tested
using likelihood ratio tests. Table 2 shows the results of these tests. For the
albumin data set, the most parameter-rich model considered (HKY85+0) is the
best fitting model (i.e., provides a statistically significant increase in likelihood
over the other models considered). Although the HKY85+0 model was found
to best fit the data, a general test of model adequacy indicates that the model is
inadequate to explain the data (H0: HKY85+0, H1: unconstrained model, H0
rejected atP < 0.01; 32). As expected, our models of DNA substitution do not
fully describe the process of evolution leading to the observed sequences.

Although this conclusion sounds dire, it should be taken with a grain of salt
because we know a priori that our models are inadequate to explain all the fea-
tures of the evolutionary process. However, although the model is in some sense
false, this does not detract from the utility of the model for estimating parame-
ters such as topology and branch lengths, especially given the observation that
phylogenetic methods in general, and maximum likelihood in particular, can be
robust to violation of assumptions (50). Note that although a hierarchy of hy-
potheses was considered in this example, an alternative means of specifying the
tests would be to treat the most general model as the alternative against which
the other models are compared. Also note that the same tree was estimated for
each of these models and that this tree is the one generally acknowledged as the
best based on other sources of evidence (e.g., fossil and morphological data; 4).
This is true even though the assumptions of all of the models are violated to
some degree and some of the models considered (e.g., the JC69 model) poorly
describe the data. Hence, the contention that methods using wrong models are
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Figure 5 The phylogenies estimated for the albumin data under five different models of DNA
substitution. The same phylogeny is estimated in each case, and this phylogeny is consistent with
the traditional phylogeny of vertebrates [(Fish,(Frog,(Bird,(Rat,Human))))]. Note that the estimate
of the transition:transversion rate ratio (κ) changes depending on whether or not among-site rate
variation is accounted for;κ is underestimated when rate variation is not accounted for. Models
that assume gamma distributed rates are denoted with a “+0.”
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Table 2 The results of likelihood ratio tests performed on the albumin DNA data from five
vertebrates

Null hypothesis Models compared logL0 log L1 −2 log3 d.f. P

Equal base H0: JC69 −7675.86 −7667.08 17.56 3 2.78× 10−5

frequencies H1: F81
Transition H0: F81 −7667.08 −7628.03 78.10 1 9.75× 10−19

rate equals H1: HKY85
transversion rate

Equal rates among H0: HKY85 −7628.03 −7568.56 118.94 1 0
sites H1: HKY85+0

Molecular clock H0: HKY85+0c −7573.81 −7568.56 10.5 3 1.47× 10−2

H1: HKY85+0

L0 andL1 denote the likelihoods under the null (H0) and alternative (H1) hypotheses, respectively.
P represents the probability of obtaining the observed value of the likelihood ratio test statistic
(−2 log3) if the null hypothesis were true. Because multiple tests are performed, the significance
value for rejection of the null hypothesis should be adjusted using a Bonferroni correction (hence,
the significance level for rejection of the null hypothesis is set to 1.25× 10−2).

“poor estimators of hierarchical pattern when the assumptions of the models
are violated” (8, p. 426) appears overstated. Just as with other methods of
phylogenetic estimation, the maximum likelihood method can be robust to a
variety of model violations (50).

Tests of Topology
IS A PRESPECIFIED GROUP MONOPHYLETIC? A taxonomic group is monophy-
letic if all its members share a most recent common ancestor. Many phylogenetic
studies are aimed at determining the monophyly, or lack thereof, of some group
of organisms. The most controversial of these studies have questioned the mono-
phyly of groups, such as the rodents, bats, and toothed whales (35, 36, 73, 90),
long defined as having a common evolutionary history based on morphologi-
cal similarities. Often, the monophyly of a group has important evolutionary
implications, particularly with respect to selection and adaptation. Pettigrew,
for example, argued on the basis of neurological characters that megachiropter-
ans (flying foxes) are more closely related to primates than they are to mi-
crochiropterans (90). This hypothesis of relationship implies that bats are not
a monophyletic group and that either flight evolved twice (independently) in
mammals or that flight evolved once in mammals but was subsequently lost in
the primates.

How can the Pettigrew hypothesis that bats do not form a monophyletic group
be tested? An analysis of the interphotoreceptor retinoid binding protein (IRBP)
gene, that has been sequenced in primates, bats, and other mammals, provides
an example of a likelihood ratio test that can be generalized to other questions
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of relationship (53, 103, 113). The maximum likelihood tree for the IRBP gene
is shown in Figure 6A (113). The tree is consistent with the monophyly of bats.
The best tree based on the assumption that bats are not monophyletic has a
log likelihood 40.16 less than the best tree (Figure 6B). There are two ways to
explain this result: (a) the Pettigrew hypothesis that bats are not monophyletic is
correct, but estimation error has resulted in a tree consistent with bat monophyly;
or (b) bats are a monophyletic group.

The ratio of the likelihoods calculated under the null model (bats constrained
to be nonmonophyletic) and under the alternative hypothesis (no constraints
placed on relationships) provides a measure of the relative support of the two
hypotheses. In this case, the ratio of the likelihoods is−log3 = 40.16 (113).
How damaging is this likelihood ratio to the Pettigrew hypothesis? Figure 6C
shows the distribution of−log 3 that would be expected if the null hypothesis
that bats are not monophyletic is true. The observed value of−log 3 is much
greater than would be expected under the null hypothesis. Hence, the Pettigrew
hypothesis can be rejected for the IRBP gene with a significance level of less
than 1% (113).

What are the statistical properties of the likelihood ratio test of monophyly?
Simulation study suggests that the method can be powerful (i.e., frequently
rejects the null hypothesis when, in fact, the null hypothesis is false). Figure 7
shows the results of a study in which one of two trees was simulated (53).
Simulating data for Tree 1 generates the distribution under the null hypoth-
esis, whereas simulating data for Tree 2 generates data under the alternative
hypothesis. The graph shows that the likelihood ratio test of monophyly can be
powerful; the power of the test increases, as expected, when the number of sites
in the analysis is increased. Although promising, the simulations presented in
Figure 7 represent an ideal situation for the likelihood ratio test of monophyly.
Additional simulations suggest that the test also performs well when the overall
rate of substitution is low and an incorrect model is implemented in the likeli-
hood analysis. However, when an incorrect model is used and the overall rate
of substitution is high, the test rejects the null hypothesis too often. Hence, the
likelihood ratio test of monophyly should be implemented with as biologically
realistic a model as possible to prevent false rejection of the null hypothesis.

DO DIFFERENT DATA SETS CONVERGE TO SIGNIFICANTLY DIFFERENT TREES?

The comparison of phylogenetic trees estimated from different data partitions
has been used to address a variety of biological questions. Here, a data partition
is defined as a division of characters into two or more subsets. The characters in
each subset are either suspected to or have been demonstrated to have evolved
according to different processes (e.g., different rates of substitution, different
levels of selection, or different underlying phylogenies). Examples of potential
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partitions of DNA characters include first- and second- versus third-codon po-
sitions, different genes, different coding regions within genes, or different ge-
nomic regions (e.g., nuclear versus mitochondrial, or different viral segments).
The incongruence of the trees estimated from different genes in bacteria has
been used to demonstrate horizontal gene transfer and recombination in bac-
teria (40). Similarly, the incongruence of trees estimated from different viral
DNA segments has been used to show that reassortment of the segments has
frequently occurred in the hanta virus (46). Such an approach can also be used
to indicate method failure; if the partitioned data have evolved on the same
underlying phylogenetic tree, but different trees have been estimated from each
data partition, then either sampling error or systematic bias by the phylogenetic
method are at fault (10). Finally, the congruence of trees estimated from host
and associated parasites can be used to infer cospeciation (6, 41, 102).

How can incongruence of phylogenetic trees estimated from different data
partitions be tested? A simple likelihood ratio test can be used to test whether
the same phylogeny underlies all data partitions (51). The likelihood under
the null hypothesis (L0) is calculated by assuming that the same phylogenetic
tree underlies all of the data partitions. However, branch lengths and other
parameters of the substitution model are estimated independently in each. The
likelihood under the alternative hypothesis (L1) is calculated by relaxing the con-
straint that the same tree underlies each data partition. The alternative hypothesis
allows the possibility that the histories of all data partitions are different. The
likelihood ratio test statistic [−2 log3 = −2 (log L0 −log L1)] is compared to
a null distribution generated using parametric bootstrapping.

Rejection of the null hypothesis of homogeneity (i.e., the same phylogeny
for all data partitions) can indicate one of several different processes. One
possibility is that a different history underlies different data partitions; incon-
gruence of this sort could be caused by recombination, horizontal gene transfer,
or ancestral polymorphism. Another possibility is that the phylogenetic meth-
ods have failed for one or more data partitions. All phylogenetic methods can

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Figure 6 The phylogenetic relationship of bats and other mammals. Trees were estimated using
maximum likelihood under a model that allows an unequal transition:transversion rate, unequal base
frequencies, and among-site rate heterogeneity (the HKY85+0 model). Maximum likelihood trees
were obtained using a tester version of the program PAUP∗ 4.0 (104). Bats form a monophyletic
group in the maximum likelihood tree (logL = −5936.52) (A). The best tree under the Pettigrew
hypothesis (that megachiroptera are constrained to be a sister group with the primates) (logL =
−5976.69) (B). The distribution of the likelihood ratio test statistic under the assumption that the
null hypothesis (the Pettigrew hypothesis) of relationship is correct (C). The observed likelihood
ratio test statistic (−log3 = 40.16) is significant atP < 0.01. Hence, the Pettigrew hypothesis is
rejected.

A
nn

u.
 R

ev
. E

co
l. 

Sy
st

. 1
99

7.
28

:4
37

-4
66

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lr
ev

ie
w

s.
or

g
by

 U
ni

ve
rs

id
ad

e 
E

st
ad

ua
l d

e 
C

am
pi

na
s 

(U
ni

ca
m

p)
 o

n 
04

/1
2/

11
. F

or
 p

er
so

na
l u

se
 o

nl
y.



           
P1: ARS

September 10, 1997 17:12 Annual Reviews AR042-17

460 HUELSENBECK & CRANDALL

Figure 7 The power of the likelihood ratio test of monophyly. The graph represents the results
of a computer simulation of two unrooted four taxon trees. The null hypothesis is true when the
tree ((A, B), C, D) is simulated and false when ((A, C), B, D) is simulated. The external branches
were constrained to be equal in length.R represents the ratio of the length of the internal branch
to the external branches; whenR = 1.0, all branches of the tree are equal in length. The null
hypothesis is that the taxa A and B are a group (that the taxon bipartition{A, B} {C, D} exists).
The null hypothesis is rarely rejected when it is true and frequently rejected when false.

produce biased estimates of phyolgeny when their assumptions are severely
violated. For example, the parsimony method is known to produce inconsis-
tent estimates of phylogeny for some very simple four-species trees (22). A
method is inconsistent when it converges to an incorrect phylogenetic tree as
more nucleotide or amino acid sites are included in the analysis. Regardless of
the cause of the incongruence, combining the data is unwarranted because one
runs the risk of either obscuring an interesting evolutionary phenomenon (e.g.,
different histories for different data partitions) or providing a poor estimate of
phylogeny when method failure for one or more data partitions is at fault (10).

Null Distributions: χ2 or Parametric Bootstrapping?
For many of the tests discussed here, nested hypotheses are considered (i.e., the
null hypothesis is a special case of the alternative hypothesis). For most statis-
tical problems involving nested hypotheses, theχ2 distribution withq degrees
of freedom (whereq is the difference in the number of free parameters between
the alternative and null hypotheses) can be used to test the significance of the
likelihood ratio test statistic (−2 log3). However, the phylogeny problem is
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an unusual statistical problem, and for many nested phylogenetic hypotheses,
it is known that theχ2 distribution is not appropriate (32). For example, for the
tests of monophyly and topological incongruence among different data parti-
tions, theχ2 distribution cannot be used to determine the significance level
of the likelihood ratio test statistic. On the other hand, theχ2 distribution
appears to be appropriate when testing whether the addition of a substitution
parameter provides a significant improvement in the likelihood. The reason
that theχ2 distribution is appropriate for some phylogenetic probelms but not
for others appears to be related to the fact that a tree topology is not a standard
statistical parameter (124). In fact, for tests involving maximization over trees,
it is difficult to determine the appropriate degrees of freedom because it is not
clear how many parameters a topology represents. Probably the safest course
for many likelihood ratio tests is to generate the null distribution using computer
simulation (parametric bootstrapping). For null hypotheses that are compos-
ite, the maximum likelihood values under the null hypothesis can be used to
parameterize the simulation (13, 14). This procedure has the advantage that it
does not rely on asymptotic results and can be applied to non-nested as well as
to nested hypotheses. The sensitivity of the paramertic bootstrap procedure to
incorrect assumptions, however, has not been widely tested (though see 53).

CONCLUSIONS

Phylogenies are being applied to a wider variety of biological questions than
ever before. One of the challenges for systematists is to develop appropriate
tests to address the questions posed by evolutionary biologists. Statistical tests
of phylogenetic questions can be formulated in many different ways. However,
for many of the tests posed to date, the underlying assumptions are not clear.
In fact, for some tests the null hypothesis is unclear (106). The testing of
phylogenetic hypotheses in a likelihood framework should prove useful in the
future. Likelihood provides a unified framework for the evaluation of alternative
hypotheses. With the use of parametric bootstrapping, likelihood ratio tests can
be applied to questions for which the null distribution is difficult to determine
analytically.

The application of likelihood ratio tests in phylogenetics is a recent phe-
nomenon, with most of the research activity occurring in the past five years.
However, in that time the approach has proven powerful. Likelihood ratio tests
have already provided information on the pattern of DNA substitution. Fur-
thermore, the approach has been applied to questions involving topology and
has even allowed the examination of whether hosts and parasites cospeciated
(56). Future research can investigate the statistical properties of likelihood ratio
tests with the objective of determining the power and robustness of the tests.
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Another avenue of research involves the development of likelihood ratio tests to
address additional null hypotheses. The likelihood approach should be particu-
larly useful because the development of a likelihood ratio test is straightforward
as long as the null and alternative hypotheses can be precisely described.
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